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When part of the regressors can act on both the response and some of the other 
explanatory variables, the already challenging problem of selecting variables in 
a p>n context becomes more difficult. A recent methodology for variable 
selection in this context links the concept of q-values from multiple testing to 
the weighted Lasso. In this talk, we show that different informative measures 
of significance to q-values, such as partial correlation coefficients or 
Benjamini-Hochberg adjusted p-values, give similarly promising performance 
as when using q-values. Ongoing research focuses on robustness aspects of the 
procedure and the latest findings will be discussed in the talk.  
 
Key Words: Variable selection, q-values, adjusted p-values, partial correlation 
coefficients. 
 
 
 


