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Abstract
This paper aims at developing Poisson autoregressive and moving-average models while incorporating transcendental covariates corresponding to the seasonal impulses for non-stationary time series of large counts. These models are implemented to analyse the non-stationary monthly time series of tourist arrivals in Mauritius over the period of twenty five years (Dec 1985 – Dec 2010). The regression effects of the covariates are estimated using efficient generalized quasi-likelihood approach and the correlation parameters are consistently estimated using the method of moments. The optimal model selection for forecasting is made using the diagnostics based on portmanteau type statistic. The forecasting model is also validated using out-sample series over the years 2011 and 2012.
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1. Introduction
Tourist arrival counts have been forecasted in the literature either using the econometric regression models or Gaussian integrated autoregressive - moving average (ARIMA) models. For example, traditional regression models for forecasting tourism data have been discussed by Bicak et al (2005) among many others. Gaussian ARIMA models have been used by Cho (2001). Seasonal ARIMA (SARIMA) models are discussed by Loganathan and Yahaya (2010) among others. However, the tourist arrivals are count responses correlated over time in time series set up. These counts tend to be non-stationary over years and are subject to seasonal variations within a year. The general regression method may be suitable for stationary time series data but is grossly inappropriate for non-stationary time series [Kulendran and Witt (2001)]. Some advanced regression models such as error correction model (ECM), time varying parameter model (TVP), autoregressive distributed lag model (ADLM) and vector autoregressive (VAR) models have also been employed by some authors. A comparative study of these regression models is done by Li et al. (2006 b). Even these dynamic regression models are not suitable to model count time series. Similarly, Gaussian ARIMA and SARIMA models would work well only for continuous non-stationary responses. Hence, the forecasts of tourist arrivals based on these two models may not be reliable.

There exist two broad approaches to analyse time dependent count data: parameter driven and observation driven. Under the parameter driven approach used by Zeger (1988), the correlations are modeled using a latent effect. This approach, in fact produces very complicated correlation structure which is quite difficult to interpret. On the contrary, under observation-driven approach, the correlations among the repeated observations are modeled based on the assumption that the current response is a function of past responses and the correlation structure arising there from is much simpler to interpret. For count data, this approach provides integer-valued AR and MA correlation models which have been studied by Mckenzie (1988) for stationary time series of counts. Sutradhar (2003) has discussed this type of stationary correlation structures for Poisson counts in longitudinal set up and developed the method of generalized quasi-likelihood (GQL) which is highly efficient in estimating the regression parameters. Sutradhar (2008) has extended the AR(1) correlation structure to analyse non-stationary time series of negative-binomial counts which include non-stationary Poisson AR(1) model as a special case. However, these models...
have so far been used to analyse small count responses where as monthly responses of tourist arrivals are large count values.

In this paper, we construct Poisson AR(1) and MA(1) models for non-stationary monthly time series of tourist arrival counts while including transcendental covariates to model seasonal variations. Methods for estimating model parameters, diagnostics and forecasting equations are briefly discussed. The analysis of time series of tourist arrivals in Mauritius over the period December 1985 to September 2012 is performed using these models and methods. Model diagnostics and validation are then done to select the best fitting model.

2. Correlation Models for Non-stationary Poisson Counts

Let \( y_t (t = 1, \ldots, T) \) be the count response at time \( t \) and \( x_t \) be the \( p \)-dimensional vector associated with \( y_t \), designed to accommodate trend and seasonality of the responses over time. Let \( y_t \sim P(\mu_t) \) where \( \mu_t = e^{\xi \beta} \), \( \beta \) being \( p \)-dimensional vector of regression effects.

### Poisson AR(1) model

Following Sutradhar (2008), non-stationary Poisson AR(1) model is specified as

\[
y_t = \rho y_{t-1} + d_t ; \quad t = 2, \ldots, T. \tag{2.1}
\]

where \( y_{t-1} \sim P(\mu_{t-1}) \) and the random errors \( d_t \sim P(\mu_t - \rho \mu_{t-1}) \) with \( \mu_t = e^{\xi \beta} \), \( d_t \) and \( y_{t-1} \) are independent. Also '*' denotes the binomial thinning operation such that \( \rho y_{t-1} \mid y_{t-1}, \rho \sim B(y_{t-1}, \rho) \). Consequently,

\[
E(Y_t) = V(Y_t) \equiv \mu_t ; \quad t = 1, \ldots, T. \tag{2.2}
\]

For \( t = 2, \ldots, T \) and \( l = 1, \ldots, T-1 \),

\[
Cov(Y_t, Y_{t-l}) = \rho^l \left[ \frac{\mu_t}{\mu_{t-l}} \right] \tag{2.3}
\]

Thus the \( l^{th} \) lag correlation, \( \rho_l \) can be calculated as

\[
\rho_l = Corr(Y_t, Y_{t-l}) = \rho^l \sqrt{\frac{\mu_{t-l}}{\mu_t}} \quad \text{for} \quad t = 2, \ldots, T. \tag{2.4}
\]

### Poisson MA(1) model

Non-stationary Poisson MA(1) model equation obtained as an extension of stationary Poisson MA(1) model proposed by Sutradhar (2003) is given by

\[
y_t = \rho^* d_{t-1} + d_t ; \quad t = 2, \ldots, T. \tag{2.5}
\]

where \( d_t \sim P\left(\frac{\mu_t}{1+\rho} \right) \) with \( \mu_t = e^{\xi \beta} \), \( d_t \) and \( y_{t-1} \) are independent.

Also '*' denotes the same binomial thinning operation as in AR(1) case.

Hence,

\[
E(Y_t) = \mu_t = E_{d_{t-1}} \left[ \rho^* d_{t-1} \right] + E_{d_t} + Var\left[\rho^* d_{t-1} \right] d_{t-1} + Var\left[d_t \right] = Var\left[d_{t-1} \right] + E_{d_{t-1}} \left[ \rho d_{t-1} \right] + E_{d_t} \left[ \rho(1-\rho)d_{t-1} \right] + \{\mu_t / \rho(1+\rho)\} \tag{2.6}
\]

\[
Var(Y_t) = Var_{d_{t-1}} \left[ \rho^* d_{t-1} \right] + E_{d_{t-1}} \left[ \rho d_{t-1} \right] d_{t-1} + Var\left[d_t \right] = \{\rho \mu_{t-1} + \mu_t \} / (1+\rho). \tag{2.7}
\]
\[ \text{Cov}(Y_i, Y_{i-1}) = \begin{cases} \rho \mu_{i-1} (1 + \rho) & \text{for } l = 1 \\ 0 & \text{for } l > 1 \end{cases} \quad \text{max}[-\mu_i / \mu_{i-1}] < \rho < 1. \] (2.8)

Consequently, the \( t^{\text{th}} \) \((l = 1, \ldots, T - 1)\) lag correlation, \( \rho_l \) can be calculated as

\[ \rho_l = \begin{cases} \frac{\rho \mu_{i-1} (1 + \rho)}{\sqrt{l_{i-1}^2 + 1}} & \text{for } l > 1 \\ 0 & \text{for } l \leq 1 \end{cases} \] (2.9)

3. **Estimation of Parameters**

Regression parameter \( \beta \) is estimated by using GQL approach (Sutradhar, 2003) and correlation parameter \( \rho \) is estimated by the method of moments for the models provided in Section 2.

**GQL estimating equation for \( \beta \)**

Let \( u \) be the \( T \times 1 \) mean vector and \( \Sigma \) be \( T \times T \) covariance matrix of \( y \). Then GQL estimating equation is given by

\[ \frac{\partial u'}{\partial \beta} \Sigma^{-1} (y - u) = 0 \] (2.10)

\( \hat{\beta} \) can be obtained by solving (2.10) iteratively such that

\[ \hat{\beta}_{t+1} = \hat{\beta}_t + (W' \Sigma^{-1} W)^{-1} (W' \Sigma^{-1} (y - u)). \] (2.11)

For \( AR(1) \) model, \( W = MX \), \( u \) and \( \Sigma \) are obtained from equations (2.2) and (2.3).

Under \( MA(1) \) model, \( u \) and \( \Sigma \) are obtained from equations (2.6) and (2.8) and \( W = AX + BZ \) where

\[ X = (x_1, \ldots, x_T)' \quad M = \text{diag}(\mu_1, \mu_2, \ldots, \mu_T), \]

\[ Z = (1, x_1, \ldots, x_{T-1}), \quad A = \text{diag} \left( \mu_1, \frac{\mu_2}{1+\rho}, \ldots, \frac{\mu_T}{1+\rho} \right) \quad \text{&} \quad B = \text{diag} \left( 0, \frac{\rho \mu_1}{1+\rho}, \ldots, \frac{\rho \mu_T}{1+\rho} \right). \]

Moment estimating equations for \( \rho \)

Under \( AR(1) \) model,

\[ \hat{\rho} = \frac{\sum_{t=2}^{T} \tilde{y}_i \tilde{y}_{i-1}}{\sum_{t=2}^{T} (u_{i-1} / u_i)^{1/2}} \quad \text{where} \quad \tilde{y}_i = \frac{y_i - u_i}{\sqrt{u_i}}; \quad u_i = \mu_i. \] (2.12)

Under \( MA(1) \) model, \( \rho \) is obtained by iteratively solving the moment equation,

\[ \frac{a(\rho)}{b(\rho)} = \frac{\rho}{1+\rho} c(\rho) \] (2.13)

where \( u_i = v_i \) and

\[ a(\rho) = \frac{1}{T-1} \sum_{t=2}^{T} \frac{(y_i - u_i)(y_{i-1} - u_{i-1})}{\sqrt{u_i} \sqrt{u_{i-1}}}, \quad b(\rho) = \frac{1}{T} \sum_{t=3}^{T} \frac{(y_i - u_i)^2}{\sqrt{u_i} \sqrt{u_{i-1}}}, \quad c(\rho) = \frac{1}{T-1} \sum_{t=2}^{T} \frac{\mu_{i-1}}{\sqrt{u_i} \sqrt{u_{i-1}}}. \]

Under both models, \( \hat{\rho} \) must satisfy the corresponding range restrictions.
4. Model Diagnostics and Forecasting Equations

Model diagnosis is done using a portmanteau type criterion based on the fitted residuals. Let \( \hat{r}_t = \frac{y_t - \hat{u}_t}{\hat{u}_t^{1/2}} \) be the estimated standardized residual under a given model. Then

\[
\hat{\rho}_l = \frac{\sum_{t=l+1}^{T} (\hat{r}_t \hat{r}_{t-l}) / T - l}{\sum_{t=1}^{T} \hat{r}_t^2 / T}.
\]

(2.14)

For a large lag K, say K = 25, we can construct a residual squared distance (RSD) such that

\[
RSD = \sum_{l=1}^{K} \hat{\rho}_l^2
\]

(2.15)

where \( T(RSD) \sim \chi^2_{K-1} \).

A model satisfying this criterion of goodness is deemed acceptable and in case all the models are acceptable, the model with minimum RSD is recommended for forecasting. In case the models have almost same RSD values, they are compared on the basis of Mean Absolute Deviation (MAD) and Root Mean Squared Error (RMSE) criteria. Here,

\[
MAD = \frac{1}{T} \sum_{t=1}^{T} |e_t| \quad \text{and} \quad RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} e_t^2}, \quad \text{where} \quad e_t = y_t - \hat{y}_t.
\]

The model with least values of MAD and RMSE is selected for forecasting.

**Forecasting Equations**

Forecasting equations can be obtained by calculating expected values of future observations. Under AR(1) model forecasting equations based on equations (2.1) to (2.4) are

\[
\hat{y}_{t+k} = \begin{cases} 
\hat{\mu}_t & ; t=1 & k = 0 \\
\hat{\rho}(y_t - \hat{\mu}_t) + \hat{\mu}_{t+1} & ; k = 1 & t = 1,2,...,T \\
\hat{\rho}(\hat{y}_{t+k-1} - \hat{\mu}_{t+k-1}) + \hat{\mu}_{t+k} & ; t = T & k = 2,3,... 
\end{cases}
\]

(2.16)

Under MA(1) model forecasting equations based on equations (2.5) to (2.9) are

\[
\hat{y}_{t+k} = \begin{cases} 
\hat{\mu}_t / (1 + \hat{\rho}) & ; t=1 & k = 0 \\
(\hat{\mu}_{t+k} + \hat{\rho}\hat{\mu}_{t+k-1}) / (1 + \hat{\rho}) & ; t=1,2,...,T & k = 1,2,... 
\end{cases}
\]

(2.17)

5. Analysis of Tourist Arrival Counts in Mauritius

The monthly counts of tourist arrivals in Mauritius over the period Dec 1985 – Sep 2012 are analysed. The time series plot (Figure 1) of these data show an upward linear trend as well as seasonal variations. The monthly patterns within a year are repeated every year. The minimum number of tourist arrivals is observed during the month of June and the maximum number during December every year. Moreover, the series exhibit non-stationarity as indicated by sample auto-correlation function (acf) plot (Figure 2).
To analyse these series we fit the models discussed in Section 2. The covariates are so designed as to model the linear trend as well as the seasonality. To be specific, time count corresponds to the linear trend and sine and cosine pairs at annual and semi-annual frequencies correspond to the seasonal patterns. Hence,

\[ x_t = \left[ 1, t, \cos\left(\frac{2\pi t}{12}\right), \sin\left(\frac{2\pi t}{12}\right), \cos\left(\frac{2\pi t}{6}\right), \sin\left(\frac{2\pi t}{6}\right) \right]^T \]

The models are fitted to the time series over the period Dec 1985 – Dec 2010. The series over the period Jan 2011 – Sep 2012 are used to validate the models. The estimates of the parameters resulting from the fitting of AR(1) and MA(1) models are shown in Table 1. RSD, MAD and RMSE values are also displayed in the table.

Using RSD values from Table 1, the goodness of fit statistics for AR(1) and for MA(1) models are 18.782 and 35.999 respectively both of which are lesser than the tabulated \( \chi^2_{0.05}(24) = 36.415 \). Hence, both models are acceptable for forecasting. However, the T(RSD) value for MA(1) model is very close to tabulated chi-squared value. Comparing on the basis of MAD and RMSE values, AR(1) model is a better fitting model and therefore should provide better forecasts as compared to MA(1) model.

Next, under both models, we obtain the forecasted tourist counts over the time period Jan 2011 to Sep 2012 and compare them with observed counts in order to validate the models. Forecasts are obtained in two ways: First, we use estimated counts stepwise to forecast future values. Second, we forecast the future values by sequentially updating the models while adding an observed value at each step. The MAD and RMSE values computed from the application of AR(1) and MA(1) models provided in Table 2 confirm that the forecasts obtained under sequential AR(1) model are the best.
Table 1: Output resulting from the fitting of AR(1) and MA(1) models

<table>
<thead>
<tr>
<th>Parameters</th>
<th>AR(1) Estimates</th>
<th>SE</th>
<th>MA(1) Estimates</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_1$</td>
<td>9.8452</td>
<td>0.0008</td>
<td>9.6386</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.0052</td>
<td>0.0001</td>
<td>0.0061</td>
<td>0.0001</td>
</tr>
<tr>
<td>$\beta_3$</td>
<td>0.1351</td>
<td>0.0004</td>
<td>0.1019</td>
<td>0.0004</td>
</tr>
<tr>
<td>$\beta_4$</td>
<td>0.0739</td>
<td>0.0004</td>
<td>0.0230</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\beta_5$</td>
<td>-0.0092</td>
<td>0.0004</td>
<td>-0.0296</td>
<td>0.0005</td>
</tr>
<tr>
<td>$\beta_6$</td>
<td>0.0281</td>
<td>0.0004</td>
<td>-0.0194</td>
<td>0.0004</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.1653</td>
<td>-</td>
<td>0.6047</td>
<td>-</td>
</tr>
<tr>
<td>RSD</td>
<td>0.0624</td>
<td>-</td>
<td>0.1196</td>
<td>-</td>
</tr>
<tr>
<td>MAD</td>
<td>5779.20</td>
<td>-</td>
<td>6993.00</td>
<td>-</td>
</tr>
<tr>
<td>RMSE</td>
<td>7271.06</td>
<td>-</td>
<td>9233.97</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: MAD and RMSE values for tourist counts from Jan 2011 to Sep 2012.

<table>
<thead>
<tr>
<th>Forecasting Model</th>
<th>MAD</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stepwise AR(1)</td>
<td>15704.00</td>
<td>18375.62</td>
</tr>
<tr>
<td>Sequential AR(1)</td>
<td>11677.24</td>
<td>14617.16</td>
</tr>
<tr>
<td>Stepwise MA(1)</td>
<td>57862.00</td>
<td>60504.40</td>
</tr>
<tr>
<td>Sequential MA(1)</td>
<td>21637.19</td>
<td>24093.00</td>
</tr>
</tbody>
</table>

6. Conclusion
Two non-stationary models: Poisson AR(1) and MA(1) are developed to analyse and forecast the monthly time series of tourist counts in Mauritius recorded over past 25 years. These models take into account the linear trend, seasonality and non-stationarity of time correlated tourist counts. Models are fitted and diagnostics are performed to select the better model for forecasting. Models are also validated using out-sample data. It is concluded that Poisson AR(1) model provides better forecasts than Poisson MA(1) model.
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