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Abstracts

We propose testing methods for detecting the difference of two mean curves in longitu-
dinal data using the stationary bootstrap when the data of two groups are not paired. For
the detection of mean difference of two groups, we here consider the following four types
of test statistics: (i) sum of absolute values of difference between two mean sequences,
(i) sum of squares of difference between two mean sequences, (iii) estimator of area-
difference between two mean curves, and (iv) difference of kernel estimators based on
two mean sequences. The stationary bootstrap is used to approximate the null distribu-
tion of each test statistic. Our approaches of block resampling generate a resample with
replacement from blocks of observations. Monte Carlo simulations are conducted in or-
der to investigate finite sample behavior of the sizes and powers of the proposed tests.
We also show an example of how to use the above methods for analyzing a real data.

Keywords: block resampling, comparison of mean curves, sizes and powers of tests

1. Introduction

Comparing two means or regression curves of two samples is an important problem in
statistical inference. Suppose now that there are two samples givévi(b iqil and

{X;(t) ?2:1 fort =1,...,n, and assume that they are mutually independent, wiere
andgp are numbers of subjects, ands the number of observed points. We also assume
that, for fixedt, Y;(t) andX;(t) are independent ovep, andq, subjects, respectively.

Then we consider the model

Yi(t) = po(t) +Ei(t), i=1....0,
Xj(t) = p2(t) +nj(1), J=1,...,0,
where py(t) and py(t) are unknown regression functions, anit) andn;(t) are the

error terms having means 0 and finite variances, respectively. Then, we are interested in
a testing problem

1)

Ho: pa(t) = po(t) forallt vs. Hi:pi(t) # po(t) for somet, (2

whereHp andH; denote the null and alternative hypotheses.

In this paper, we propose testing methods to detect the significant difference between
p1(t) and p(t) using the stationary bootstrap (Politis and Romano, 1994). In Section 2
we propose testing methods using four types of test statistics and stationary bootstrap. In
order to investigate the properties of sizes and powers of the proposed testing methods,
Monte Carlo simulations are carried out in Section 3, and some concluding remarks and
results of a real data analysis are summarized in Section 4.
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2. Testing Methods

There are some approaches to detecting the difference between two mean i(tyes,
andpy(t), in (1). The following statistic is proposed by Hall and Hart (1990):

-1

; ®3)

n-1/ j+9 2 n-1 (D D )2
S, = Sy(D1,...,Dp) = D ny o=t
o00= |5 30) |5

whereDi=Y;— X fort=1....norDi=Y n— X nfort=n+1....n+g, % =

1 Yi(t) /a1, % = Y21 X{(t) /02, g = [np is the integer part ofp, andp is a tuning
constant satisfying & p < 1 which is determined by the fully data-driven approach
in Hall and Hart (1990, pp.1043-1044). The statistic (3) is essentially based on kernel
estimators oy (t) andpx(t). As another type of test statistics, we here consider

n

Tin=Tan(Dy1,...,Dn) = Zl|Dt|7 4)
{

n
Ton = Ton(D1,...,Dp) = S DZ. (5)
t

In addition to (3), (4) and (5), we also consider the following test statistic:

1t 17 |Dif? + |Dyyaf?
Tan = Tan(D1,....Dn) = 5 Zl(’Dt|+‘Dt+l|)|3,l+§ ||I:t)t|+:D:i:|3’27 (6)
t= t=

wherelz 1 = 1{D{Dy4+1 > 0}, I32 = 1{D{D+1 < O} andl{-} is the indicator function,
respectively. The statistic (6) is an estimator’of [ |pa(t) — p2(t)|dt constructed by
the trapezoidal rule with linear interpolations of adjacent observations. The quAigity

0 underHp and positive undeif;. Thus, the hypothesis of our interest reduces to testing

Ho:A=0 vs. Hi:A>0. (7

Note that the values &, andT;, (r = 1,2, 3) will be small wherHy is true, and large
whenHg is false. Using these four statistics, we can measure the discrepancy between
p1(t) andpa(t).

In this section, we propose testing methods for the problem (2) or (7) using (3), (4),
(5) and (6). We call them “Mixed Stationary Bootstrap (MSB) Test.” The main ideas
of MSB test are to make blocks of observations in each sample similar to the stationary
bootstrap, and to generate resamples corresponding to two samples by drawing blocks
with replacement from the mixed (pooled) stationary bootstrap blocks. The latter is
motivated from the technique that can reflect the null hypothesis by resampling from a
combined sample. Fori.i.d. data, the idea of combining observations of two samples and
drawing resamples with replacement from the combined sample is previously considered
by Boos et al. (1989) and Wang and Taguri (1996). The former is the test of homogeneity
of scale, and the latter is that of equality of two means.

For simplicity, letT be a generic notation for statistics (3), (4), (5) and (6). For a
given significance levet, the unified testing algorithm far together with Monte Carlo
method is described as follows.

1. Calculatéigps=T(Y,X) = T(D1,...,Dp).

2. PutCyy =Y, —Y andCyy = % — X fort = 1,...,n, whereY = S Y; /n andX =
Y1 %/n.
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3. Divide {Cy1,...,Cyn} and{Cy1,...,Cxn} into n collections of blocks as follows:

Ey = {Ey(L Ll), .- ~,Ey(na Ln)}> Ex = {Ex(la Ml)a . -,Ex(n, Mn)}a

where&y(t,/) and&(t,/) are the blocks starting fror@y; andC,; with length
(> 1), thatis,

E(t g): {Cy7t,...,cy,t+571}, t=1,...,n—/+4+1,
. {Gtr-: GGy Ctpena}, t=n—£42,....n,

E(t, () = {Ct,---,Cxtye-1}, t=1,....n—0+1,
X\t —
{Cx,ty---7Cx,nacx.,l,---,Cx,t+e_n_1}, t:n—€+2,...,n.

Li,...,Ln, M4,...,M, are independent and identically distributed to a geometric
distribution with parametep = 1/¢.

4. Combinety andéy, and put
Epooled: {Ey(lv Ll): see 7Ey(na Ln)7 Ex(ly Ml)7 <e- 7&X(na Mn)}

5. DrawKyp andKyp blocks with replacement frofpooles and put

E;b = {E(Ifbv Lib)v e >E(Iégb> L*Ks‘b)}> )’Zb = {a(‘JIbv MIb)7 . 7E(J§Eb> Mk*(lib)}>

whereb=1,...,B,

z(t,@:{zy(t’g)’ lst<n,
E(t,0), n+l<t<on.

130, I;;Sb, Jb ,J;g'ib are independent and identically distributed to a discrete
uniform distribution on{1,....n, n+1,...,2n}. A pair of random variables,
(12,172 or (3®,M#?), is one of{(1,L1),...,(n,Ln), (1,M1),...,(n,My)}, and
Kyp = min{k: 3 1 Li® > n}, Kyp = min{k: $¥_; M:® > n}, respectively.

6. Construct resamples,
Y=Y YR X =P XY,
by putting the firsn elements of;° andg;®.

7. Calculate™® =T (Y*? X*®) = T (D3P, ... DiP) based on step 6, wheBg® = Y, —
XP t=1,...,n

8. Repeating steps 5-7 an appropriate number of tBpealculatet*!, ... t*B.

9. From steps 1 and 8,
rejectHp if ASL < a,
acceptHo if ASL > a,
where

p—

ASL = 1 {t™® > tops} .

Mo

1
Bb

1
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3. Numerical Study

In this section, we carry out Monte Carlo simulations in order to investigate finite sam-
ple behavior of the sizes and powers of the proposed tests in Section 2. Our study also
includes the comparison with Bowman and Young'’s (1996) test for unpaired data (here-
after termed “BY” for short).

All our results are based on independent 2000 pairs of two samp¥gs)} and
{X(t)}, whereB = 2000 replications of resampling in our tests are applied to ev-
ery two samples, and the nominal levelois= 0.05. We generate initial two samples
according to (1) whose means are specifiedppit) = 0 and pz(t) = ¢, wherec =
0,0.2,0.4,0.6,0.8,1.0; c= 0 orc # 0 corresponds to the null hypothesis or the alternative
hypothesis being true. As for the error terragt) andn(t), we consider the following
Gaussian AR(1) errorsg(t) = ¢&i(t — 1) +z(t) andn;(t) = en;(t — 1) +z(t), where
z(t) "¢ N(0,12), j(t) """ N(0,13), 9= 0,4£0.1,2:0.2, 12 = 12 = (1— ¢?)V (& (t)), and
V(&i(t)) =1,3,5. Due to limitations of space, we restrict ourselves to discussing the case
of V(gi(t)) = 3. Forn = 10 points, the cases ¢1,92) = (10,10), (10,20), (10,30),
(20,20), (20,30), (30,30) are examined.

Since itis preferable that the empirical level is nearly equal to the nominaldewoeir
choice of? in MSB test is done so that the empirical level is closa tdf there are some
candidates which have the same level errors, we make the conservative choice, viz., we
choose’ such that the empirical level is less than the nominal level. Further, if there are
some candidates whose empirical levels are equal, we gdteotaximize the empirical
power among them. The resulting choiceg afe summarized in Table 1.

We first summarize the results of the level studies in Table 2. The table shows that
the empirical levels of MSB test witliy, (r = 1,2,3) andS, tend to keep the nominal
level a, however it is not true for most cases@= 0.2. Wheng > 0, the level error of
Tsn and S, seems to be slightly larger. On the other hand, BY test shows a tendency to
underestimate the nominal level except for the cas@pfyy) = (10,10). S, does not
need longe¥ thanT;, (r = 1,2,3) to keep the nominal level as is shown in Table 1.

Table 1: Optimun? in MSB test for (g;(t)) =3
(d1,92) = (10,10) (d1,92) = (10,20) (d1,92) = (10,30)
O Tln T2n T3n S’] Tln T2n T3n Sn Tln T2n T3n S‘I

-02 6 6 7 2 1 1 9 3 2 1 6 2
-01 8 8 4 2 1 9 6 2 3 4 6 1
0 8 3 1 1 1 1 2 1 3 4 2 1
01 1 1 1 1 4 6 6 1 3 6 9 1
02 1 1 4 1 6 6 6 1 9 9 9 2

(d1,92) = (20,20) (d1,92) = (20,30) (o1,92) = (30,30)
() Tln T2n T3n 31 Tln T2n T3n Sw Tln T2n T3n S‘I
-0.2

4 7 7 2 2 9 9 2 2 9 5 3

-01 4 7 3 2 2 9 3 2 4 9 3 2
0 5 9 1 1 1 4 1 1 9 7 1 1
01 9 1 1 1 7 1 1 1 2 1 3 1
02 6 1 8 2 8 2 9 1 2 1 6 1

Next, we discuss the power studies based on Figure 1. The vertical and horizontal
axes of Figure 1 are the empirical power of tests aff@di< ¢ < 1) defined above. Since
we found similar tendencies among the six casegqgfgy), we show the results for
(a1,92) = (10,10), (10,20), (20,20) with ¢=0,0.1,—0.2.
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Table 2: Empirical level for Vgi(t)) =3

¢ Tin Ton Tan S BY Tin Ton Tan S BY
(0,92) = (10,10) (0, 92) = (20,20)
—0.2 0.030 0.036 0.049 0.043 0.061 0.034 0.038 0.051 0.044 0.021
—0.1 0.041 0.046 0.049 0.057 0.067 0.043 0.046 0.048 0.058 0.025
0 0.049 0.050 0.059 0.048 0.060 0.051 0.050 0.056 0.056 0.021
0.1 0.051 0.056 0.092 0.066 0.071 0.053 0.057 0.089 0.070 0.019
0.2 0.070 0.074 0.122 0.091 0.070 0.072 0.080 0.121 0.103 0.023
(q1.02) = (10.20) (qr.02) = (20.30)
—0.2 0.033 0.032 0.049 0.058 0.035 0.027 0.035 0.046 0.044 0.028
—0.1 0.036 0.040 0.052 0.049 0.035 0.035 0.042 0.052 0.052 0.026
0 0.050 0.048 0.064 0.049 0.035 0.045 0.050 0.061 0.047 0.022
0.1 0.051 0.051 0.083 0.073 0.035 0.050 0.054 0.092 0.071 0.029
0.2 0.064 0.068 0.107 0.106 0.034 0.069 0.075 0.119 0.093 0.026
(G1,02) = (10,30) (G1,92) = (30,30)
—0.2 0.022 0.021 0.041 0.044 0.036 0.035 0.040 0.049 0.058 0.026
—0.1 0.028 0.032 0.050 0.043 0.036 0.042 0.046 0.045 0.049 0.021
0 0.039 0.037 0.049 0.059 0.033 0.049 0.049 0.058 0.048 0.021
0.1 0.050 0.050 0.074 0.070 0.037 0.055 0.056 0.086 0.072 0.022
0.2 0.052 0.056 0.096 0.102 0.036 0.070 0.082 0.118 0.100 0.021
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Figure 1: Empirical power for \&;(t)) = 3 and(qi1,d2) = (10,10), (10, 20), (20, 20)
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The panels (a)—(c), (d)—(f) and (g)—(i) are the casef@fgy) = (10,10), (10,20) and
(20,20), respectively.

We can observe that the empirical powefTgf is most powerful among those corre-

sponding to four statistics, and that the overall relationship among powers corresponding

p.5307
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to MSB and BY tests is given big, > Ton > T1n > §, > BY. This indicates the numeri-

cal superiority of MSB test using the four statistics in power. Especially, the superiority
of Ts, in power is confirmed from Figure 1. As the number of subjects increases, the
empirical power is improved. For€ ¢ < 1, the empirical power ofy, is nearly equal

to that of Tpy, thoughTy, is slightly higher tharTy, for most cases.

4. Concluding Remarks

In this paper we have proposed testing methods for detecting the difference of two means
in longitudinal data based on the stationary bootstrap. Our numerical studies indicate the
applicability of MSB test for weakly dependent data even when the observed points are
quite few. In some cases the effectiveness of application of block resampling could be
confirmed.
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Figure 2: Wind velocity data (left: satellite, right: radar)

Figure 2 is a real data of wind velocity measured by an artificial satellite and a radar
on the earth, wherg; = gz = 11 andn = 13. Applying MSB with every possiblé
and BY tests to the data given in Figure 2, we obtain the results that BY test rejects
the null hypothesis, however MSB tests do not. Therefore there is a possibility of the
significant difference between the satellite and radar in measuring wind velocity. How-
ever, the problem on the selection/dh the block resampling is very important, and the
development of a fully data-driven approach to selecting block length in MSB test will
be needed for practical data analyses.
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