Perturbation Analysis for Similarity Based on Entropy in a Linear Subspace Method
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Abstracts

In the field of pattern recognition, there are many discriminant methods similar to statistical discriminant methods. However, statistical quantitative assessment studies for these classifiers have not been as advanced as one might expect. In statistics, an assessment method based on the influence function was proposed, and its approach was applied to various discriminant methods such as linear and quadratic ones. If we use the influence function in the assessment for statistical discriminant methods, we can detect large influential training samples for prediction accuracy and can also enhance the performance of classifiers on the basis of its finding. Till now, we have mainly focused on the class-featuring information compression (CLAFIC) method, which is a discriminant method in pattern recognition, and we have developed a diagnostic for this method by using the influence function. In this article, we particularly focus on the CLAFIC method for a similarity based on the entropy function. For this method, we perturb the average of the discriminant scores in each class at a training sample and calculate the influence functions for the statistics to evaluate the influence of the training sample for prediction accuracy. In addition, we suggest the possibility of multiple-case diagnostics for the CLAFIC method by using additivity of the empirical influence function.
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1. Introduction

Recently, in many fields, we have been able to easily obtain a large-sized dataset from high-performance measurement hardware. When we analyze such large datasets to acquire findings for a decision process, we must reduce the size of the dataset, preserving its essential and informative structure with respect to memory size and calculation time. In face and speech recognition, we encounter a large-sized dataset, and therefore, we must reduce it to a manageable size to conduct preprocessing procedures. In the field of pattern recognition, a compression and classification method similar to principal component analysis and Karhunen-Loeve expansion was proposed by Watanabe et al. (1967), and it has been applied to certain discriminant problems. This method is called the class-featuring information compression (CLAFIC) method. By using the CLAFIC method, we can simultaneously and quickly
perform data compression and discrimination. This method has been successfully used for a limited pattern recognition problem. However, since the kernel method was applied to the CLAFIC method (Maeda and Murase, 1999), the status of the discriminant method has dramatically risen, equaling that of support vector machine (SVM). Therefore, extensions of the CLAFIC method have been used in pattern recognition problems (e.g., Gunal and Edizkan, 2008). The CLAFIC method possesses two excellent characteristics relative to SVM. One is fast processing in huge multi-class discriminant problems and the other is a possibility of a statistical quantitative assessment for the prediction accuracy of a target classifier. In particularly, we have focused on the second characteristic and have proposed sensitivity analysis for the CLAFIC method on the basis of the influence function of Hampel (1974) and Hampel et al. (1986) with reference to Tanaka (1994). Moreover, we have considered sensitivity analysis for an extension of the CLAFIC method (Hayashi and Tanaka, 2011). According to Watanabe et al. (1967, pp. 91-122), Watanabe (1969), Watanabe (1970, pp. 63-111), and Oja (1983), there are two representative similarities in the CLAFIC method. One is a similarity composed of the projection norm calculated by projecting an input pattern vector into the subspace in each class. The other is a similarity by the entropy function based on the projection norm of an input pattern vector into the subspace in each class. In this paper, we focus on the CLAFIC method for a similarity based on the entropy function of Shannon (1948). Here we calculate a discriminant score for the method in each class and its average. In addition, we perturb these important statistics at a training sample in each class and calculate the influence functions for them. Finally, we describe a diagnostics of the CLAFIC method on the basis of the entropy function.

2. Discriminant rule by similarity based on entropy function

We denote the number of the dimensions of the pattern vector by $p$ and assume the number of classes to be $K$. In addition, we denote the $i$-th training sample in the $k$-th class as $x^k_i \in \mathbb{R}^p$ $(i = 1, \ldots, n_k; k = 1, \ldots, K)$, where $n_k$ is the number of the training samples in the $k$-th class. We normalize the norm of $x^k_i$ into one and calculate the autocorrelation matrix in each class as $G_k = (1/n_k) \sum_{i=1}^{n_k} x^k_i x^k_i^T$ $(k = 1, \ldots, K)$. Next we solve the eigenvalue problem for $G_k$. We denote the $p$ eigenvalues as $\lambda_1^k > \cdots > \lambda_p^k \geq 0$. Moreover, we represent the normalized eigenvector corresponding to $\lambda^k_s$ as $u^k_s$ $(s = 1, \ldots, p)$. Here we assume that $x$ is an input vector and calculate the square of the value of projection norm $x^T \sum_{s=1}^{p} u^k_s u^k_s^T x$. Now $x^T u^k_s u^k_s^T x$ is not less than zero. In addition, $x^T \sum_{s=1}^{p} u^k_s u^k_s^T x$ is equal to one. Therefore, we can regard the multiplications of $x$ from both sides as $P(\cdot)$ and $u^k_s u^k_s^T$ as an event in probability. In the CLAFIC method based on the discriminant rule using the entropy function, the following measurement is calculated for each class:

$$H_k(x) = -\sum_{s=1}^{p} \left( x^T u^k_s u^k_s^T x \right) \log \left( x^T u^k_s u^k_s^T x \right),$$

(1)

where $p_k$ is the number of basis vectors in the $k$-th class. We classify $x$ into a class that gives the minimum value among $H_k(x)$ $(k = 1, \ldots, K)$ in (1). $p_k$ is determined
by a minimum value $m$ satisfying $\tau \leq \sum_{i=1}^{m} \frac{\bar{z}_i}{p} \sum_{i=1}^{p} \bar{z}_i \ (1 \leq m \leq p)$. To determine the optimal value of $\tau$, for example, we can use $K$-fold cross-validation. The discriminant score for $x^k_i$ is

$$\hat{z}(x^k_i) = \hat{H}_k(x^k_i) - \frac{1}{K-1} \sum_{l=1, l \neq k}^{K} \hat{H}_l(x^k_i). \quad (2)$$

From (2), we calculate the average of the discriminant scores in each class as follows:

$$\hat{Z}_k = \frac{1}{n_k} \sum_{i=1}^{n_k} \hat{z}(x^k_i). \quad (3)$$

In this paper, we define $\hat{Z}_k$ in (3) as an important statistic because it represents the magnitude of separation between the $k$-th class and other classes.

3. Perturbation at a training sample in each class

We regard the average of the discriminant scores in the $k$-th class $\hat{Z}_k$ as a functional $\hat{Z}_k \left( \hat{F}_1, \ldots, \hat{F}_g, \ldots, \hat{F}_K \right)$. $\hat{F}_g$ is the empirical cumulative distribution function of the training data in the $g$-th class. Here we perturb $\hat{F}_g$ at a training sample in the $g$-th class to evaluate the influence of the training sample in each class for $\hat{Z}_k$. We denote the $r$-th training sample in the $g$-th class as $x^g_r \in \mathbb{R}^p (r = 1, \ldots, n_g; g = 1, \ldots, K)$, where $n_g$ is the number of the training samples in the $g$-th class. If we evaluate the influence of the $r$-th training sample in the $g$-th class for $\hat{Z}_k$ by omitting $x^g_r$, we can use the sample influence function for $\hat{Z}_k$ at $x^g_r$. The sample influence function for $\hat{Z}_k$ at $x^g_r$ is calculated as follows:

$$\text{IF} \left( x^g_r; \hat{Z}_k \right) = -\left( n_g - 1 \right) \left( \hat{Z}_k^{g(-r)} - \hat{Z}_k \right), \quad (4)$$

where $\hat{Z}_k^{g(-r)}$ represents $\hat{Z}_k$ when we calculate the average of the discriminant scores in the $k$-th class by deleting $x^g_r$. In (4), the superscript $g(-r)$ means the deletion of $x^g_r$, i.e., $\hat{Z}_k^{g(-r)} = 1/n_k \sum_{i=1}^{n_k} \hat{z}^{g(-r)}(x^k_i)$. In this regard, $\hat{z}^{g(-r)}(x^k_i)$ means $\hat{z}(x^k_i)$ when we calculate the discriminant score in the $i$-th training sample in the $k$-th class for $x^g_r$ deletion. In addition, $\hat{H}_g^{(-r)}(x) = -\sum_{i=1}^{n_g} \left( x^T \hat{u}^{g(-r)}(x)^T \right) \log \left( x^T \hat{u}^{g(-r)}(x)^T \right)$.

When we evaluate the influence of the $r$-th training sample in the $g$-th class for $\hat{Z}_k$ by the effect of perturbation from $\hat{F}_g$ to $(1 - \varepsilon)\hat{F}_g + \varepsilon \hat{F}_x$, we can use the empirical influence function for $\hat{Z}_k$ at $x^g_r$. The empirical influence function for $\hat{Z}_k$ at $x^g_r$ is calculated as follows:
IF\left( x^g_r; \hat{Z}_k \right) = \lim_{\varepsilon \to 0} \frac{\hat{Z}_k^{g_r} - \hat{Z}_k}{\varepsilon}, \tag{5}

where \( \hat{Z}_k^{g_r} \) represents \( \hat{Z}_k \) in the case of perturbing \( \hat{F}_g \) as \((1 - \varepsilon)\hat{F}_g + \varepsilon\delta_{g^*}\). In (5), the superscript \( g_r \) means perturbation at \( x^g_r \). \( \hat{Z}_k^{g_r} \) indicates \( \hat{Z}(x^g) \) when we calculate the discriminant score in the \( i \)-th training sample in the \( k \)-th class for perturbing \( \hat{F}_g \) as \((1 - \varepsilon)\hat{F}_g + \varepsilon\delta_{g^*}\). Then, \( \hat{u}_s^{g_r} = \hat{u}_s^{g} + \alpha \hat{u}_s^{(1)} + O(\varepsilon^2) \) where \( \hat{u}_s^{g} \) is the empirical influence function of \( \hat{u}_s \) at \( x^g \). The derivation of \( \hat{u}_s^{(1)} \) is given in Radhakrishnan and Kshirsagar (1981).

4. Diagnostics

In this section, we explain sensitivity analysis for the CLAFIC method based on the similarity using the entropy function.

4.1 Detection of a single influential training sample

In single-case diagnostics, we evaluate the influence of a single training sample in each class for \( \hat{Z}_k \). In general, we can expect that the value of the sample influence function for \( \hat{Z}_k \) at a training sample is approximately the same as the value of the empirical influence function for \( \hat{Z}_k \) at the training sample. For such cases, we can evaluate the influence of the training sample in each class for \( \hat{Z}_k \) by using (4) or (5). Concretely, we plot \( \text{IF}(x^g_r; \hat{Z}_k) \) along the index \( r \) of the \( g \)-th class. Next we detect large influential training samples in each class that provide at least one large value among \( \text{IF}(x^g_r; \hat{Z}_k) \) for each \( r \). Therefore, on the basis of their training samples in each class, we can evaluate the effect of the classes for prediction accuracy. For example, we calculate all possible combinations with the detected training samples and can then perform the assessment by observing the misclassification rate on \( K \)-fold cross-validation while deleting each combination.

4.2 Investigation of similar influence patterns

To evaluate the influence of multiple training samples in each class for \( \hat{Z}_k \), we calculate all possible combinations of the training samples in each class and assess the influence of each combination for \( \hat{Z}_k \). Then, if the numbers of classes and training samples in each class are large, we perform large calculations in terms of perturbation. In this paper, we reduce the number of combinations to perturb by focusing on an important part of \( \hat{Z}_k \). Here \( \hat{Z}_k \) is rewritten as

\[
\hat{Z}_k = \text{tr} \left( \frac{1}{n_k} \sum_{i=1}^{n_k} \left( - \sum_{s=1}^{p_s} \left( \hat{u}_s^{g_i} \hat{u}_s^{g_i^T} \right) \log \left( \text{tr} \left( \hat{u}_s^{g_i} \hat{u}_s^{g_i^T} x^g x^g^T \right) \right) + \frac{1}{K-1} \sum_{k=1}^{K} \sum_{i=1}^{n_k} \left( \hat{u}_s^{g_i} \hat{u}_s^{g_i^T} \right) \log \left( \text{tr} \left( \hat{u}_s^{g_i} \hat{u}_s^{g_i^T} x^g x^g^T \right) \right) \right) x^g x^g^T \right).
\]

When we perturb \( \hat{Z}_k \) at \( x^g \) from the position of the empirical influence function,
\( \hat{H}_g(x_i) \) is changed into
\[-\frac{p}{n_q} \text{tr}\left( \hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T + \hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T \right) + \text{tr}(\hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T \mathbf{x}_i \mathbf{x}_i^T) + \text{tr}(\hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T \mathbf{x}_i \mathbf{x}_i^T) + O(\varepsilon^2) \]
\[
\log\left( \text{tr}(\hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T \mathbf{x}_i \mathbf{x}_i^T) + \text{tr}(\hat{\mathbf{u}}_i \hat{\mathbf{u}}_i^T \mathbf{x}_i \mathbf{x}_i^T) + O(\varepsilon^2) \right) \mathbf{x}_i \mathbf{x}_i^T. \]

Therefore, \( \text{IF}(x^g_i; \hat{Z}_g) = \lim_{\varepsilon \to 0} (\hat{Z}_g - \hat{Z}_g) / \varepsilon \) is
\[-\frac{1}{n_q} \text{tr}\left( \sum_{i=1}^{n_q} \mathbf{x}_i \mathbf{x}_i^T \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) + \hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) + \hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T \right) \mathbf{x}_i \mathbf{x}_i^T.
\]

Moreover, \( \text{IF}(x^g_i; \hat{Z}_g) = \lim_{\varepsilon \to 0} (\hat{Z}_g - \hat{Z}_g) / \varepsilon \) becomes
\[-\frac{1}{K-1} \frac{1}{n_q} \text{tr}\left( \sum_{i=1}^{n_q} \mathbf{x}_i \mathbf{x}_i^T \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) + \hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) + \hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T \right) \mathbf{x}_i \mathbf{x}_i^T.
\]

Here we denote a vector composed of the diagonal elements of
\[-\frac{1}{n_q} \sum_{i=1}^{n_q} \left( \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) + \frac{1}{K-1} \sum_{i=1}^{n_q} \sum_{j=1}^{n_q} \log(\text{tr}(\hat{u}_i \hat{u}_i^T \mathbf{x}_i \mathbf{x}_i^T)) \right) \mathbf{x}_i \mathbf{x}_i^T
\]
as \( J_g \). To investigate similar influence patterns of the training samples in the \( r \)-th training sample in the \( g \)-th class, we use the empirical influence function for \( J_g \), \( \text{IF}(x^g_i; J_g) \). We first make a matrix that has \( \text{IF}(x^g_i; J_g) \) for each column and denote the matrix as [ \( \text{IF}_g \) ]. In addition, we estimate the asymptotic covariance matrix of \( J_g \) by using the bootstrap method. Next we calculate \([ \text{IF}_g ]^T \text{acov}(J_g) [ \text{IF}_g ]\) and solve the eigenvalue problem for \([ \text{IF}_g ]^T \text{acov}(J_g) [ \text{IF}_g ]\) according to Tanaka (1994). By the eigenvectors calculated from the eigenvalue problem, we search similar influence patterns of the training samples in the \( g \)-th class. Subsequently, we sum up the influence of the training samples in each class and reduce the number of combinations to perturb in each class. The concrete procedure of the investigation of similar influence patterns on the basis of eigenvalue problem is shown in Tanaka (1994). In particular, the application for an extended method of linear subspace method is shown in Hayashi and Tanaka (2011).

5. Conclusions

In this paper, we focused on a linear subspace method by a similarity based on the entropy function. Through perturbation for the average of the discriminant scores in each class at the training sample, we calculated the sample and empirical influence functions for the statistics. In addition, in the CLAFIC method based on the discriminant rule by the similarity using the entropy function, we discussed the possibility of investigating similar influence patterns by focusing on the empirical influence function for the important part of the average of the discriminant scores in each class. To confirm the performance of the diagnostics suggested, we need to
perform the assessment for a discriminant problem through an artificial dataset by using the CLAFIC method based on the similarity using the entropy function. In addition, we need to apply the assessment approach for a real pattern recognition problem.
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