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Data Mining algorithms are powerful tools for extracting knowledge from raw data, but often suffer 
from having a plethora of parameters. Usually, these parameters are dependent on the dataset and 
require the human user to tune them manually. In this presentation, we will propose a method to  
address this problem. This method uses statistical testing and replaces the data-dependent parameter 
with a data-independent significance level.  We will  apply this  method to a feature construction 
algorithm, which tries to catch the underlying semantic structure of a feature set by replacing highly 
correlated pairs of features with conjunction of the primitive features or their negations. We show 
that this parameter selection method obtains results comparable to those of a brute force method in 
which parameters are varied and the best solution is selected afterwards. 
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