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Abstract

This paper considers the integration of matrix sampling and multiple-frame-multiple-mode methodology to reduce survey burden and to improve the balance of data quality, cost and risk. Primary emphasis is placed on applications that involve the combination of data from sample surveys and administrative records.
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1. Introduction: Modification of Survey Procedures to Balance Multiple Measures of Quality, Cost and Risk

Practical design of a survey procedure generally is intended to balance a relatively large number of performance criteria related to quality, cost and risk. The effort to strike this balance takes place under substantial constraints on the type and magnitude of available resources, as well as stakeholder expectations regarding quality and risk profiles.

In recent years, some surveys have encountered two important changes in the nature of these constraints. First, increasing concerns about cost and respondent burden have led statistical organizations to reconsider standard procedures of administering all relevant survey items to each selected sample unit. Second, in some cases statistical analysts have increased opportunities to access alternative data sources from, e.g., administrative records, transaction logs or social media.

This paper considers some ways in which to address these changed constraints through integration of previously developed methods for partitioned sample designs, and for multiple-frame, multiple-mode surveys. Section 2 introduces some relevant concepts and reviews selected previous literature. Section 3 presents a general framework to assess data quality under this integrated approach. Section 4 provides some concluding remarks. A longer version of this paper develops the applicable mathematical and methodological ideas in additional detail.

2. Two Approaches to Reduction of Burden and Improvement of Data Quality

2.1 Matrix Sampling and Other Forms of Partitioned Designs

The design of large-scale data collection processes often encounter a natural tension between a preference for in-depth coverage, and limitations related to cost and respondent burden. Under appropriate conditions, collection of more information from a sample unit can lead to estimation of population parameters for a larger number of substantive variables; production of more reliable estimates for a larger set of subpopulations of interest; and deeper multivariate analyses. However, collection of additional variables can increase burden on respondents, and thus lead to deterioration in data quality.

To address this issue, the methodological literature has developed a set of
techniques for multiple matrix sampling and other forms of partitioned designs. The main idea is that a given sample unit is only asked to provide responses for a subset of the items covered in the full survey instrument, with the subset determined through a randomization mechanism. In some cases, the randomization mechanism may be based only on variables provided for all population units through a frame. In other cases, the assignment of sections may occur through a variant of two-phase sampling, in which all sample units may receive an initial set of core questions (e.g., for relatively simple demographic or other classification variables), and probabilities of assignment to more burdensome questions are based on responses to the core questions.

Early work in this area arose primarily in educational measurement; see, e.g., Sirotnik (1970), Shoemaker (1973), Munger and Lloyd (1988) and references cited therein. More recently, these ideas have been adapted and extended for use with complex sample surveys that collect data for a wide range of social and economic data. Examples include Hinkins (1984), Raghunathan and Grizzle (1995), Thomas et al. (2006), Gonzalez and Eltinge (2008), Chipperfield and Steel (2009) and Gonzalez (2012).

2.2 Multiple Data Sources: Multiple-Frame and Multiple-Mode Methodology

In some cases, one may further reduce burden by obtaining some data through, e.g., administrative records. (The current discussion with use the term “administrative record data” to cover a broad range of data produced through non-survey sources, including records related to taxation, administration of government or private-sector benefit programs, regulatory reporting, medical diagnoses and treatment, or commercial transactions. Somewhat similar forms of data have recently become available through social media streams, but these data may involve features that are beyond the scope of this paper.) Such records have some important potential strengths. For example, they may allow the coverage of some details (e.g., specifics of a given purchase or a given medical diagnosis and treatment) that may be difficult or impossible to capture through standard interview processes. This in turn may lead to a substantial reduction in respondent burden, provided the administrative record data are available for a large portion of the population at a reasonable cost.

However, administrative and transaction records also have important potential limitations. For example, in many cases, they fail to cover the full target population; provide only a subset of the items of substantive interest; or are subject to nontrivial forms of error, including incomplete data, definitional effects, aggregation effects and reporting errors.

For these reasons, it is important to distinguish among several potential ways in which one might integrate survey data with administrative record data. Three cases are of special interest for the current work.

Case 1: Use of aggregated administrative record data with aggregated survey data. In some settings, administrative record data are available only in aggregated form. For example, due to confidentiality restrictions, the survey organization may only be allowed access to means or totals for specified subpopulations. In addition, these subpopulations may not provide full coverage of the entire population of interest, and the reported means or totals may be subject to some of the error sources described in the preceding paragraph. For this case, one would need to carry out supplementary data collection for the subpopulations not covered in the administrative records. In addition, the supplementary survey instrument generally would need to include questions that would determine which sample units were covered by the abovementioned administrative records, unless that record-coverage information was already provided by the frame for the supplementary survey.

The resulting design and estimation work is in large part an extension of

Case 2: Use of administrative record microdata for replacement or imputation of the full set of survey responses for some, but not all, units in the target population. For this case, one would ideally have administrative record microdata that align directly with concepts and measures covered by the survey instrument. Under those idealized conditions, one would still need to carry out a supplementary survey for the portion of the population not covered by the administrative records. The resulting design and estimation methods amount to an extension of previous literature on microdata-level work with multiple-frame-multiple-mode surveys, where now the errors in question involve sampling and nonsampling errors for units covered by the supplementary survey, and nonsampling errors for the units covered by the administrative records.

In many settings, however, the abovementioned ideal is not met, but the administrative record data provide a basis for imputation of the microdata of interest. The resulting design and estimation work must provide sufficient information (e.g., relevant regression coefficients) to produce efficient imputations; and must also account for imputation errors for the administrative record units, as well as all of the error sources mentioned in the preceding paragraph.

Case 3: Linkage of survey and administrative record microdata at the sample unit level for some units. For this case, one selects a set of sample units and collects some “core” variables for those units only through the survey instrument. For the same sample units, one attempts to collect other variables through linkage with administrative records at the microdata level. However, such linkage generally will not be feasible for all sample units, due to limitations of population coverage in the administrative record source, and due to limitations of record linkage methodology. For sample units for which this linkage is not feasible, one may attempt to collect the applicable data through a supplement to the “core” instrument; depending on costs and other considerations, the supplement may be administered to all applicable sample units, or to a subsample of units selected through a two-phase design. Under conditions, the resulting data structures are variants on those encountered in multiple-matrix sampling. For example, in the current case, the random-design-determined probabilities of assignment to a given instrument section are replaced by quasirandom-mechanism- determined probabilities of linkage of a sample unit with the administrative record source. This in turn leads to extensions of multiple-frame-multiple-mode methods for estimation. As in the previous two cases, it is important for the survey procedure to capture information on the proportions of the population that are covered by a specified administrative record source.

3. Integration of Partitioned-Design and Multiple-Source Methodology

Efficient estimation and inference based on data collected under any of cases 1, 2 or 3 requires balanced consideration of a wide range of sources of variability. This generally will include the superpopulation considered to have generated the finite population of interest; the sampling mechanisms used for the formal survey design; record-linkage effects; and nonsampling error processes associated with incomplete data, measurement errors and aggregation effects encountered in the survey and administrative data. Detailed exploration of these effects involve extensions of standard “total survey errors” approaches to design and analysis of sample surveys,
and related work with errors in administrative record systems. For general background on “total survey error” approaches, see, e.g., Andersen et al. (1979), Weisberg (2005) and references cited therein. For extensions of some “total survey error” ideas to cases involving data from registers and other forms of administrative records, see, e.g., Davern (2009), and Zhang (2011, 2012).

For extensions of “total survey error” ideas to partitioned-design and multiple-source methodology, three issues are of special interest. First, it is important to have a clear consensus regarding the level of precision required in estimation of a given population or subpopulation parameter. As with standard matrix-sampling work, one may use a relatively small effective (sub)sample size in collection of data that will contribute only to estimation of certain parameters that do not require high levels of precision. Conversely, one may need much higher subsampling rates for variables that contribute to parameters that do require precise estimation. After adjusting for subpopulation membership issues, similar comments apply to combined collection of survey and administrative record under a matrix design.

Second, in development of supplementary survey plans, it is important to distinguish carefully between supplements intended for direct collection of data that are comparable to data provided by administrative record sources for other units; and supplements intended primarily to collect data that will be used to support methodological adjustments. Examples of important methodological adjustments include estimation of overlap rates among the various frames and administrative record sources; estimation of regression coefficients and related parameters for use in imputation and other microdata adjustments; and estimation of variance terms used in weighting and inference.

Third, data provided through administrative records are often viewed as high-quality and cost-effective alternatives to data collected through sample surveys. However, as indicated in the discussion of cases 1 through 3 above, administrative data can themselves have nontrivial error properties which in turn can have a substantial impact on the quality of the resulting combined-data estimators. In addition, there can be substantial costs associated with each additional source of administrative record data to be integrated into the overall estimation system. Important cost factors may include data acquisition; record linkage; additional field collection work required by use of multiple data collection instruments; data analysis required for evaluation of error components and development of the resulting combined-data estimator; and development and maintenance of production systems to implement all features of the combined-data procedure. In evaluation of these costs, both fixed and marginal cost components are important for the decision of whether to include a given data source, and for decisions on specific ways in which that data source will be used. Also, some administrative record sources are subject to substantial continuity risks. For example, some data elements from records based on tax, regulatory or benefit-administration processes may cease to exist or undergo fundamental changes if there are changes in underlying legislation or regulations. Similar comments apply to some data provided on a voluntary or contractual basis from private-sector sources. Optimization of the resulting design requires a balance of each of these cost, quality and risk factors.

4. Discussion

This paper has provided a brief overview of ideas related to the integration of matrix sampling and multiple-frame-multiple-mode methodology to reduce survey burden and to improve the balance of data quality, cost and risk. In principle, one could apply these ideas to cases in which all of the data were collected through sample survey methods. However, the current work has placed principal emphasis on applications in which some of the data sources arise from administrative records.
those applications, the paper identified three distinct cases defined by the features of the administrative-record data, and by the ways in which those data are subsequently combined with sample survey data. Such cases require in-depth extensions of “total survey error” models to administrative-record settings, and also involve consideration of multiple components of cost and risk.
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