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Abstract

Structural equation models are routinely applied to data collected from complex samples. Methods to take account of the sample design and weights are discussed in a growing literature on the topic. This paper provides a literature review of the analysis of complex samples using structural equation models. The goal of the paper is to extract the points of agreement and disagreement from these publications; to assess and evaluate those areas of consensus; and to propose the research areas most in need of further research.
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1. Introduction

Structural Equation Models (SEMs) are widely used in the social and behavioral sciences as well as in marketing and information sciences, and they are growing in importance in health sciences and biostatistics. The ability of SEMs to handle latent variables, measurement error, and multiple indicators in systems of equations has contributed to their popularity. Tests of model fit have provided tools to assess the correspondence between models and data and to compare different models. Despite the vast number of SEM users, the discussions of taking account of weighting and complex samples have been limited. This is surprising in that many SEMs are applied to survey data with multistage sampling and unequal selection probabilities of individuals.

Part of this inattention is explainable by the history of the SEMs. Though we can trace these models back to Sewall Wright and path analysis in the first half of the 20th century, the contemporary forms of SEMs originating in the 1960s to 1980s grew out of factor analysis from psychology, simultaneous equation models from economics, and early syntheses of these models in the sociology literature. Although the sample survey tradition and attention to complex samples is strong among some social scientists, those working on SEMs typically were not survey methodologists. Most statistical estimation with SEMs originated with the implicit assumption of simple random sampling.

Fortunately, the last 20 or so years have seen this situation change. The literature on complex samples in latent variable SEMs is small but growing. Latent variable software (e.g., Mplus, LISREL, Stata, R package Lavaan) incorporate complex survey features such as sampling weights, clustering, and stratification, making it feasible to fit SEM models not covered in other software. The time is right to make an assessment of the major advice emerging from these publications.
The primary purposes of our paper are: (1) to review the major themes in the complex samples and SEMs literature, (2) to determine the points of consensus, and (3) to evaluate what questions remain to be answered. Our goal is not to provide a complete review of complex sample analysis in general nor is it to provide a comprehensive review of SEMs. Rather our focus is on the intersection of these topics. Our paper is organized as follows. The next section describes the scope of the literature reviewed. Then we discuss those areas of consensus on the properties and approaches to complex samples in SEMs. Following this is a section on areas of controversy. The Conclusions form the last section.

2. Literature Review

Our target publications focus on complex sample analysis using SEMs. We searched for published articles or chapters in edited books. Our search was restricted to methodological articles that discussed this issue and we did not include substantive articles that applied complex samples corrections with SEMs.

In their most general sense, SEMs would include virtually all of the major statistical models in common use. To avoid casting such a large and less useful net, we focus on common forms of latent variable SEMs such as confirmatory factor analysis and latent variable models with continuous latent variables. The latter condition means that we did not consider latent class models. Articles were excluded if they were primarily concerned with other latent variable methods (e.g., item response theory), or with multilevel SEM in the absence of weighting or stratification issues (i.e., MLSEM with clustering only). We also excluded articles that were primarily applications. Articles were located using Google Scholar (terms “complex survey” and “structural equation model”). Additional articles were located searching the references and works citing the initial set of articles. The reference section provides the complete list of papers found in the literature review.

3. Points of Consensus

Muthén & Satorra (1995) discussed two modes of inference in SEM for complex surveys: aggregated and disaggregated analysis (see also Skinner, Holt & Smith, 1989, pp. 8-10). Disaggregated analyses define the parameters of interest as being within-cluster, i.e. the "conditional" parameters. Examples are multiple group and multilevel analyses. In contrast, aggregated analyses define the parameter of interest as the "marginal" parameter over all clusters: the target parameter is the "estimate" that would be obtained if the model were fitted to population data (Skinner, Holt & Smith, 1989, p. 81). Which of these two types of parameters is of interest will depend on the research question. In some cases, the two types of target parameters will correspond; in general, however, they do not (see Muthén, 1989). Aggregated parameters are not necessarily estimates of disaggregated parameters (see Monte Carlo simulation by Wu & Kwok, 2012).

Psuedo-maximum likelihood (PML) for linearization estimation of asymptotic covariance matrices is frequently advocated for estimating SEM models with complex survey data (Muthén & Satorra 1995). Skinner, Holt, & Smith (1989, pp. 79-84) developed PML for complex samples for aggregated modeling, though the ideas may also be applied to obtain multilevel PML estimation. PML consists of two parts: (1) replacing sample covariances by weighted sample covariances, and (2) replacing inverse Fisher
information with a sandwich estimator of variance. Studies show that not replacing the estimates by weighted estimates leads to bias, and not replacing Fisher information variance estimator with sandwich estimator leads to wrong standard errors (Stapleton, 2006; Asparouhov & Muthén, 2006; Asparouhov, 2005). Initial development of resampling methods including the jackknife repeated replication, balanced repeated replication, and bootstrapping are alternative approaches for standard error estimation (Stapleton, 2008) though their relative performance is largely unknown.

Although initial research under simple sample schemes and models suggested that sampling weights had negligible effect on parameter estimates (Kaplan & Ferguson, 1999; Hahs-Vaughn & Lomax, 2006), more recent research has demonstrated that ignoring sampling weights can lead to parameter bias when the probability of selection is informative on the SEM parameters (Asparouhov 2005; Stapleton, 2006). On the other hand, when unequal selection probabilities do not produce bias, analyzing with weights can inflate standard errors. Whether to include weights therefore depends on whether sampling is informative about the parameters. This can be tested by classical tests for informativeness (Pfefferman 1993; Fuller 2009, chapter 6); Asparouhov & Muthén (2007) provided an adjustment of Pfefferman's test that performs better in small samples. They also suggest that another application of tests for informativeness is to compare estimates obtained with original and trimmed weights. If the test indicates no difference, the trimmed weights may provide equally consistent estimates but with lower variance.

In multilevel SEM, it becomes relevant how the first-level weights are scaled. A range of possible scaling methods has been suggested, such as scaling to the within-cluster sample size or effective sample size (Pfefferman et al., 1998; Stapleton 2002; Grilli & Pratesi 2004). Asparouhov (2006) suggested an extension of Grilli & Pratesi’s (2004) estimation method and performed a Monte Carlo evaluation of six candidate methods of scaling within-cluster weights; he suggested to scale weights to the within-cluster sample size.

Model-based estimation performs better than design based estimation (Wu & Kwok, 2012) when the model is correct (Skinner, Holt & Smith 1989). An advantage of design-based estimation may be that it does not rely on model correctness, while a disadvantage can be loss of efficiency and small-sample bias. Skinner & de Toledo Vieira (2007) show that misspecified model-based estimation – i.e. using random intercepts to deal with clustering – can lead to serious underestimation of standard errors. Wu & Kwok (2012) argued that model-based inference is more appropriate for disaggregated parameters. Stapleton (2002) initially suggested replacing sample size with “effective sample size” to correct standard errors, but later found evidence against this (Stapleton, 2006).

4. Points of Controversy

Correcting test and fit statistics for complex sampling has been studied less than point and variance estimation. The Satorra-Bentler (1994) first-order correction to the overall chi-square test is usually applied (du Toit, 2012; Oberski frth; Muthén & Satorra, 1995). A second-order correction is another possibility (Muthén & Satorra, 1995) but no study has systematically investigated which is better. Modification indices and expected
parameter changes should be adjusted as well. One route, for instance taken by the lavaan.survey software, applies the overall Satorra-Bentler correction to each modification index, but this approximation is not evaluated anywhere. Wu and Kwok (2012) conclude that fit indices (RMSEA, CFI, SRMR, chi-square) could not reliably detect misspecified higher order models.

There is also little evaluation of estimators that are used as alternatives to PML outside the SEM literature. In particular, weighted least squares or the generalized estimating equation (GEE) framework are alternatives that may perform better than PML. Asparouhov & Muthén (2005) compared PML with GEE estimation, and de Toledo Vieira & Skinner (2006) compared PML with Asymptotically Distribution-Free (ADF) estimation. Oberski (forth) suggested to apply Yuan & Bentler (1998) "Gamma" matrix as estimation weights. But it remains to be seen how well this works in general. Thus there are still many possible choices of estimation weight matrix and smoothed variance estimators that could still be applied to complex SEM.

Casewise Maximum Likelihood (“FIML”) is subsumed in Asparouhov's (2005) framework, allowing for missing data. Multiple imputation is another popular way of dealing with missing data, but when sampling weights are involved this method may be more problematic (Kott 1995; Kim, Brick, Fuller, and Kalton 2006).

Design: surveys are often designed with univariate statistics in mind. For example the European Social Survey requires the effective sample size to be at least 1500, which is evaluated by calculating design effects for means of some key variables in the survey (see ESS website). But design effects for SEM parameters may be very different from those for means (Skinner 1986; Skinner, Holt & Smith 1989). Therefore design choices currently made for surveys may be inadequate for the purpose of SEM.

Models in the reported literature are typically simple factor models with three or fewer factors and typically only covariances (rather than regression relationships) are specified between the factors (see Hahs-Vaughn & Lomax, 2006, for an exception). Mediation, multiple group, longitudinal, and other generalizations of SEM have not been examined.

5. Conclusions

Much of the data subject to analysis by SEMs comes from surveys collected using complex samples. Yet the majority of SEMs analyses ignore the sample design and report results that implicitly assume simple random sampling. The consequences of this practice depend on the degree of departure from simple random sampling, whether sample design variables are part of the model, the degree of model misspecification, and whether the distributional assumptions are correct. The impact can range from nearly correct estimates and significance tests to severely biased parameter estimates or significance tests. One unanswered question is when the results assuming simple random sampling will be robust to complex sampling. The literature also suggests design-based and model-based corrections to analyzing complex samples. Which approach works best depends on a number of factors such as whether the cluster level model has a similar
structure to the individual level one, but certainly more research is needed to address the relative performances of these approaches. In addition, design-based corrections can increase the variance of the estimator and failing to correct can affect the accuracy of estimates and their significance tests. It would be useful to compare statistics on mean square errors to develop guidelines for the use of design-based vs. uncorrected estimates.

In sum, complex samples in latent variable SEMs applications are common. Although the SEMs are more general than other statistical models discussed in the survey sampling literature, there is a striking similarity in the questions and problems that face SEMs and those faced with more widely studied techniques such as regression models.
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