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Abstract

Shrinkage estimation is a method that a nave or target estimator is im-
proved, in some sense, by combining it with other information. In this pa-
per, we are basically discussing on the performance of a class of Baranchik
type shrinkage estimators for the vector location parameter in a location
model, when it is assumed that both location and scale parameters are un-
known. Since the assumption of normality restricts the range of possible
applications, especially in flatter densities, the errors of the location model
are further assumed to belong to a sub-class of elliptically contoured distri-
butions, namely Laplacian as an extension to the multivariate normal distri-
bution. Sufficient conditions on dominant class of Baranchik type shrinkage
estimators to outperform the usual James-Stein shrinkage estimator are es-
tablished. It is nicely presented that the dominant properties of the class of
estimators are robust truly respect to departures from normality.

Keywords: Elliptically contoured distribution, James-Stein estimator, Jef-
freys’ prior, Robustness, Schwartz space.

1. Introduction & Some Preliminaries

In this paper, we consider the location model in a more general setup involv-
ing dependent errors. Initially let S(p) denotes the set of all p × p positive
definite matrices. The precise set-up of the problem is as follows: Let Y i

be an p × 1 response vector with model

Y i = θ + ǫi, 1 ≤ i ≤ N. (1)

Here θ is a p× 1 vector of location parameters and ǫi is a p× 1 error vector
such that E(ǫi) = 0, Cov(ǫiǫj) = Σ ∈ S(p), i, j = 1, · · · , N, N > p. It
is assumed, in general, ǫ = (ǫ1, · · · , ǫN )′ have a joint elliptically contoured
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distribution. Typically if it possess a density, it is followed by

f(ǫ|Σ) ∝ |Σ|−N
2 g

(

tr Σ

N
∑

i=1

ǫiǫ
′
i

)

, (2)

where g(.) is a non-negative function over R+ such that f(.|.) is a den-
sity function w.r.t a σ-finite measure µ on R

p. In this case, notation
ǫi ∼ Ep(0,Σ, g) would probably be used. Now for the purpose of this
study, we represent the Laplacian class of elliptical models. Due to Chu
(1973), each component of the aforementioned model being proposed in (2),
possibly can be presented

fǫi
(x) =

∫ ∞

0
W(t)φNp(0,t−1Σ)(x)dt, (3)

where φNp(0,t−1Σ)(.) is the pdf of Np(0, t−1Σ),

W(t) = (2π)
p

2 |Σ| 12 t−
p

2L−1[f(s)], (4)

L−1[f(s)] denotes the inverse Laplace transform of f(s) with s = t[x′Σ−1
x/2].

The mean of ǫi is the zero-vector and the covariance-matrix of ǫi is

∫ ∞

0
Cov(ǫi|t)W(t)dt =

(
∫ ∞

0
t−1W(t)dt

)

Σ, (5)

provided the above integral exists. Another sub-class of elliptically con-
toured distributions (ECDs) which includes the above class may be gener-
ated by a signed measure W on the measurable space (R+, B) such that the
pdf f(.) can be expressed through the following procedures:

(i) f(x) =

∫ ∞

0
φNp(0,t−1Σ)(x)W(dt), (6)

(ii)

∫ ∞

0
t−1W+(dt) < ∞, (iii)

∫ ∞

0
t−1W−(dt) < ∞,

where W+−W− is the Jordan decomposition of W in positive and negative
parts (see Srivastava and Bilodeau, 1989). Note that from (ii)− (iii) of (6),
∫ ∞
0 t−1W(dt) < ∞ and Cov(ǫi) exists under the sub-class defined above.

Now, under Bayesian framework, suppose π(θ,Σ)
.
= π(θ)π(Σ). Using

the invariant theory, we take π(θ) ∝ constant, π(Σ) ∝ |Σ|− p+1

2 .
Lemma1. (Arashi, 2009) Assume in the location model (1), ǫi ∼ Ep(0,Σ, g),
where Σ ∈ S(p). Then, the posterior distribution of θ is multivariate
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Student’s t distribution, denoted by θ|Y ∼ tp(Ȳ , S, N − p), with the pdf

f(θ|Y ) =
N

p
2 Γ(N

2 )|S|−
1
2

π
n
2 (N−p)

N−p
2 Γ(N−p

2 )

[

1 + N(θ − Ȳ )′S−1(θ − Ȳ )

]−N
2

,

where Y = (Y 1, · · · , Y N ), Ȳ = 1
N

∑N
i=1 Y i, S =

∑N
i=1(Y i − Ȳ )(Y i − Ȳ )′.

Throughout, for any estimator θ̂ of θ, we shall consider the loss function

L(θ̂; θ) = N(θ̂ − θ)′Σ−1(θ̂ − θ) (7)

The Bayes estimator of θ with respect to the loss (7) is given by θ̂ = Ȳ .
Also θ̂ ∼ Ep(θ, N−1Σ, g). Under classical viewpoint, we devote a general

class of Stein-type shrinkage estimators to the estimator θ̂, given by

δr(θ̂) =



1 −
r
(

θ̂
′
S

−1
θ̂

)

θ̂
′
S

−1
θ̂



 θ̂, (8)

where r : [0,∞) → [0,∞) is an absolutely continuous function.
Furthermore, r ∈ S(R+, µ), (the Schwartz space or space of rapidly

decreasing functions on R+ with the measure µ) where

S(R+, µ) = {r ∈ C∞(R+, µ) : ‖r‖α,β < ∞ ∀ α, β} ,

α and β are indices, C∞(R+, µ) is the set of all smooth functions from
R+ to C (the set of all complex numbers) and ‖r‖α,β = ‖xαDβr‖∞ =
sup{|xαDβr(x)| : x ∈ domain of r}. Here Dβ stands for βth derivative of r.
Note that for every function such as r(.) belongs to S(R+, µ), we have

∫ ∞

0
r′(x)dµ(x) < ∞,

∫ ∞

0
r2(x)dµ(x) < ∞, (9)

More interesting that the Schwartz space is dense in the space of all functions
satisfy the above conditions in (9).
Lemma2. If x ∼ Np(θ, αΣ), α > 0, Σ ∈ S(p) is independent of S ∼
Wp(βΣ, n), β > 0, n = N − 1, then

E

[

x′Σ−1(x − θ)r
(

x′S
−1

x
)

x′S
−1

x

]

= βα(n − p + 1)

{

(p − 2)E

[

r(x′S
−1

x)

x′Σ−1
x

]

+2E
[

r′(x′
S

−1
x)

]

}

E

[

x′Σ−1
xr2

(

x′S
−1

x
)

(

x′S
−1

x
)2

]

= β2(n − p + 1)(n − p + 3)E

[

r2(x′S
−1

x)

x′Σ−1
x

]
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Lemma3. The risk function of the estimator δr(θ̂) w.r.t. the loss function
(7) is give by

R(θ̂;θ) − 4(N − p)

∫ ∞

0

E

[

r′
(

θ̂
′
S

−1
θ̂

)

∣

∣

∣

∣

t

]

t−2W(dt) +

∫ ∞

0

E

{ (N − p)r
(

θ̂
′
S

−1
θ̂

)

tθ̂
′
(t−1Σ)

−1
θ̂

×
[

N(N − p + 2)r
(

θ̂
′
S

−1
θ̂

)

− 2(p − 2)
]

∣

∣

∣

∣

t

}

W(dt)

2. Domination Necessary Conditions

In this section, we develop necessary conditions for which the shrinkage estimator
δr(θ̂) dominates the James-Stein type estimator given by

δJS(θ̂) =

[

1 − p − 2

θ̂
′
S

−1
θ̂

]

θ̂. (10)

The performance of this estimator is discussed in Srivastava and Bilodeau (1989)
extensively.
Theorem1. Assume that the function r(.) is bounded and absolutely continuous.

Necessary conditions for an estimator δr(θ̂) to dominate δJS(θ̂) are that

(i) for every ω, there exists ω0(> ω) such that r′(ω0) ≥ 0,

(ii) if ωr′(ω) has a limiting value as ω approaches infinity, it must be 0,

(iii) if r(ω) has a limiting value as ω approaches infinity and ωr′(ω) converges to
0 as ω approaches infinity, the limit value for r(ω) must be p−2

N(N−p+2) .

Proof: Proof of (i) directly follows from the proof of Corollary 2.1. of Maruyama
and Strawderman (2005). Now consider using Lemma 3, one can directly obtain

∆ = R(δJS(θ̂);θ) − R(δr(θ̂);θ) = 4(N − p)

∫ ∞

0

E

[

r′
(

θ̂
′
S

−1
θ̂

)

∣

∣

∣

∣

t

]

t−2W(dt)

+

∫ ∞

0

E

{

(N − p)(p − 2)

tθ̂
′
(t−1Σ)

−1
θ̂

[N(N − p + 2)(p − 2) − 2(p − 2)]

∣

∣

∣

∣

t

}

W(dt)

−
∫ ∞

0

E

{ (N − p)r
(

θ̂
′
S

−1
θ̂

)

tθ̂
′
(t−1Σ)

−1
θ̂

[

N(N − p + 2)r
(

θ̂
′
S

−1
θ̂

)

− 2(p − 2)
]

∣

∣

∣

∣

t

}

W(dt)

= 4(N − p)

∫ ∞

0

E

[

r′
(

z
′
B

−1
z
)

∣

∣

∣

∣

t

]

t−2W(dt)

−(N − p)

∫ ∞

0

E

[

−
{

r
(

z′B−1
z
)

− (p − 2)
}2

z′B−1
z

z′B−1
z

z′z

∣

∣

∣

∣

t

]

t−2W(dt)

= (N − p)

∫ ∞

0

E

[

Gr(z
′
B

−1
z)

∣

∣

∣

∣

t

]

t−2W(dt),

where z = Σ− 1

2 Ȳ , B = Σ− 1

2 SΣ− 1

2 and

Gr(ω) = − [r(ω) − (p − 2)]
2

(n − p − 1)ω
+ 4r′(ω). (11)
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For the proofs of (ii) and (iii), using the proofs of (ii) and (iii) of Corollary 2.1. of

Maruyama and Strawderman (2005), it is enough to show that if δr(θ̂) dominates

δJS(θ̂), then, for every ω, there exists ω0(> ω) such that Gr(ω0) ≥ 0. In this
case we follow the proof of Theorem 2.1. of Maruyama and Strawderman (2005).
Suppose to the contrary that there exists ω0 such that Gr(ω) < 0 for any ω ≥ ω0.
Under the boundedness of Gr(.), there exists an M(> 0) such that Gr(ω) ≤ M for
any ω. Under the assumption of absolute continuity of Gr(.) there exists two points
(ω0 <)ω1 < ω2 and ǫ(> 0) such that Gr(ω) < −ǫ on ω ∈ [ω1, ω2]. Using M and ǫ,
we define Gr,ǫ(ω) as

Gr,ǫ(ω) =















M ω ≤ ω0

0 ω0 < ω < ω1

−ǫ ω1 ≤ ω ≤ ω2

0 ω > ω2

The inequality Gr,ǫ(ω) ≥ Gr(ω) for any ω and using equation (11) imply

∆ ≤ M(N − p)

∫ ∞

0

Pθ

(

W ≤ ω0

∣

∣

∣

∣

t

)

t−2W(dt)

−ǫ(N − p)

∫ ∞

0

Pθ

(

ω1 ≤ W ≤ ω2

∣

∣

∣

∣

t

)

t−2W(dt),

where W = ‖X‖2 for X = (t−1Σ)−
1

2 θ̂.
Based on the properties of the model under study, it can be realized that

∫ ∞

0

Pθ

(

W ≤ ω0

∣

∣

∣

∣

t

)

t−2W(dt) =

∫ ∞

0

Pθ

(

W ≤ ω0

∣

∣

∣

∣

t

)

t−2W+(dt)

−
∫ ∞

0

Pθ

(

W ≤ ω0

∣

∣

∣

∣

t

)

t−2W−(dt) ≥ 0.

This phenomenon is also valid for
∫ ∞
0

Pθ

(

ω1 ≤ W ≤ ω2

∣

∣

∣

∣

t

)

t−2W(dt).

Now let a be a fixed p-dimensional unit vector (see Fig. 1). Then the half plane
{x : a′x ≤ √

ω0} includes the p-dimensional hyper-ellipsoid {x : ‖x‖2 ≤ ω0}. For

θ = (
√

ω0 + λ)(t−1Σ)−
1

2 a, we have

Pθ

(

W ≤ ω0

∣

∣

∣

∣

t

)

<

∫

a′x≤√
ω0

|t−1Σ|− 1

2

(2π)
p

2

exp

(

−‖x − θ‖2

2

)

dx

≤ exp(λ
√

ω0) exp

(

−‖θ‖2

2

)

×
∫

a′x≤√
ω0

|t−1Σ|− 1

2

(2π)
p

2

exp

(

−‖x‖2

2
+

√
ω0a

′
x

)

dx

≤ exp(λ
√

ω0) exp

(

−‖θ‖2

2
+

ω0

2

)

.
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Figure 1: Graph of half planes

For N = {x : ω1 ≤ ‖x‖2 ≤ ω2,
√

ω1 ≤ a′x ≤ √
ω2} and θ = (

√
ω0 + λ)(t−1Σ)−

1

2 a,

Pθ

(

ω1 ≤ W ≤ ω2

∣

∣

∣

∣

t

)

>

∫

N

|t−1Σ|− 1

2

(2π)
p

2

exp

(

−‖x − θ‖2

2

)

dx

≥ exp(λ
√

ω1) exp

(

−‖θ‖2

2

)

×
∫

N

|t−1Σ|− 1

2

(2π)
p

2

exp

(

−‖x‖2

2
+

√
ω0a

′
x

)

dx.

By making use of the above equations, we can obtain

∆ ≤ (N − p)

∫ ∞

0

c1 exp

(√
ω0λ − ‖θ‖2

2

)(

1 − c2 exp

[

(
√

ω1 −
√

ω0)λ

])

t−2W(dt),

where c1 = M exp
(

ω0

2

)

and c2 = ǫ
M

exp
(

ω0

2

) ∫

N

|t−1
Σ|−

1

2

(2π)
p

2

exp
(

−‖x‖2

2 +
√

ω0a
′x

)

dx.

Since c1 and c2 do not depend on λ, ∆ is negative for sufficiently large λ. This
completes the proof. ¥
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